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Abstract: The performance of data mining techniques has been proven accurate in many studies, but each method 

in data mining techniques has different accuracy depending on the type of data that is the object of research. 

Methods in data mining techniques are divided into several functions, namely: clustering, association, classification, 

and prediction, where each data mining technique objective has a superior method. Therefore, in this case the 

author will compare the performance of the multiple linear regression method, and neural networks with fuzzy 

mamdani in predicting the income of PLN Unit Takengon. In several studies, the Backpropagation method shows 

the highest accuracy compared to other methods. Then the prediction model with multiple linear regression also 

has the highest accuracy as well as the Fuzzy Mamdani method has high accuracy too. Therefore, the purpose of 

this study is to compare the three methods, so that it can be determined which method has a higher accuracy 

value. The results of this study indicate that the Back propagation method has the highest accuracy and the lowest 

average error, namely a MAPE value of 5.9% with an accuracy of 94.1% and an RMSE of 14398.14, followed by 

the multiple linear regression method obtaining a MAPE value of 6.9% with an accuracy of 93.1% and an RMSE 

of 15527.41, then for Fuzzy Mamdani obtaining a MAPE value of 7% with an accuracy of 93% and an RMSE of 

16077.76. 
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1. Introduction 

Prediction can be done on income data to estimate and predict the possible amount 

of income in the future. One technique that can be used in predicting is data mining 

techniques. Data mining or also called Knowledge Discovery in Database (KDD) is the 

process of extracting information contained in a large database through the process of 

collecting, cleaning, processing, and analysis, so that something useful is found from a set of 

data. Data mining itself can solve problems from patterns of computer learning identification 

results or also called machine learning. 

The performance of data mining techniques has been proven accurate in many 

studies, but each method in data mining techniques has different accuracy depending on the 

type of data that is the object of research. Methods in data mining techniques are divided into 

several functions, namely: clustering, association, classification, and prediction, where each 

data mining technique objective has a superior method. For example, in the case of numerical 
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prediction of time-series data, the neural network and multiple linear regression methods are 

superior (Maulida, 2022) (Winnos, 2022). But what if the two methods are compared with a 

logic-based method, namely the fuzzy mamdani method. 

Fuzzy mamdani is a branch of artificial intelligence that emulates human thinking 

ability into an algorithm that is then run by a machine. Where the algorithm in the form of a 

rule in the fuzzy inference system is very dependent on the ability and expertise of the human 

being to be able to produce good logical accuracy. The best way that is commonly used is to 

increase the membership characteristics of the fuzzy set, so that the more membership 

characteristics, the better the chance of getting the best results can be achieved. This fuzzy 

method is very different from data mining techniques, where in data mining techniques the 

machine is the key to learning  

 

2. Literature Review 

Prediction 

Prediction is one of the most common applications of time series analysis. Prediction 

of future trends has applications in retail sales, economic indicators, weather forecasting, stock 

markets, and many other application scenarios. In this case, we have one or more series of 

data values, and we want to predict the future values of the series using the history of previous 

values (Aggarwal, 2015). 

In summary, there are three stages of prediction that must be passed in designing a 

prediction method, namely (Wardhono et al., 2019): 

a. Conmducting analysis on past data. This step aims to obtain a pattern of the data 

concerned. 

b. Choosing the method to be used. There are various methods available with their needs. 

The choice of method can affect the prediction results. Prediction results are measured 

by calculating the smallest error or mistakes. 

c. The transformation process of past data using the selected method. Do you agree with 

other researchers’ arguments and conclusion? If not, why? 

 

3. Proposed Method 

Data Mining 

According to Han et al., (2012), data mining is knowledge mining from data, although 

in the short term, knowledge mining may not reflect the emphasis on mining from large 

amounts of data. According to Aggarwal, (2015), data mining is the science that studies the 

collection, cleaning, processing, analyzing, and gaining insight from data. Wide variations exist 

in terms of problem domains, applications, formulations, and data representations 

encountered in real applications. It is also called "data mining" because the term is commonly 

used to describe different aspects of data processing. 

The knowledge discovery process is shown as an iterative sequence of the following 

steps (Han et al., 2012): 

a. Data cleaning and integration is to remove noise and inconsistent data and also merge 

data from multiple sources. 
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b. Data selection and transformation is where data relevant to the analysis task is taken 

from the database and transformed and consolidated into a form suitable for mining by 

performing summary or aggregation operations. 

c. Data mining is an important process where intelligent methods are applied to extract 

data patterns. 

d. Pattern evaluation and presentation is to identify truly interesting patterns that represent 

knowledge based on the measure of interest and the knowledge gained is visualized to 

the user. 

 

1. Results and Discussion 

Multiple Linear Regression Method 

Linear Regression involves finding the “best” line to fit two attributes (or variables) so 

that one attribute can be used to predict the other. Multiple linear regression is an extension 

of linear regression, where more than two attributes are involved and the data is fit to a 

multidimensional surface (Han, et al., 2012).Finding appropriate literature on a specific topic. 

In this study, the regression used is multiple linear regression. The multiple linear 

regression formula is shown in the following equation (1) (Prasetyo, et al., 2021): 

𝒚 = 𝒂 + 𝒃𝟏𝒙𝟏 + 𝒃𝟐𝒙𝟐 + ⋯ +

𝒃𝒏𝒙𝒏……………………………………………………………….(1) 

Where y is the dependent variable, which depends on the value of X (independent 

variable). The value of a is a constant and b is a regression coefficient of the variable X. To 

obtain the values of a and b against the value of the variable X, it can be written in equations 

(2) and (3). 

𝒂 =

 
(∑𝒚)(∑𝒙𝟐)−(∑𝒙)(∑𝒙𝒚)

𝒏(∑𝒙𝟐)−(∑𝒙)𝟐 ……………………………………………………………….(2) 

𝑏 =  
𝑛(∑𝑥𝑦)−(∑𝑥)(∑𝑦)

𝑛(∑𝑥2)−(∑𝑥)2  

……………………………………………………………………………………(3) 

Backpropagation Neural Network (NN) 

A neural network is a set of connected input/output units where each connection has 

a weight associated with it. During the learning phase, the neural network adjusts the weights 

so that it can predict the correct class label from the input tuples. Neural network learning is 

also called connectionist learning because of the connections between the units (Han, et al. 

2012). 

Neural networks are also a simulation model of the human nervous system. The human 

nervous system is made up of cells called neurons. Biological neurons are connected to each 

other at points of contact, called synapses. Learning occurs in living organisms by changing 

the strength of synaptic connections between neurons. Typically, the strength of these 

connections changes in response to external stimuli. Neural networks can be thought of as a 

simulation of this biological process (Aggarwal, 2015). 
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Fuzzy Logic 

Fuzzy logic is a problem-solving control system methodology, which is suitable for 

implementation in systems ranging from simple systems, small systems, embedded systems, 

PC networks, multichannel or workstation-based data acquisition and control systems 

(Wibowo, 2015). 

There are several things that are the basis for understanding Fuzzy Logic, including:  

1. Fuzzy variables, which are variables that will be discussed in a fuzzy system.  

2. Fuzzy sets, which are groups that represent a certain condition in a fuzzy variable. Fuzzy 

sets have 2 attributes, namely linguistic and numeric, while the characteristics of the set 

itself are largely determined by its membership function. 

3. Universe of discourse, namely all values that are permitted to be operated on in a fuzzy 

variable. 

To solve the problems in this study, the author created a research methodology scheme 

using the data mining / knowledge discovery in database (KDD) method, where the research 

process flow begins with conducting a literature study to add and understand the theory related 

to data mining techniques, then carrying out the data cleaning and integration stages, data 

selection and transformation. In the data mining process, three methods are used, namely 

multiple linear regression, backpropagation neural network, and fuzzy mamdani. 

After the method is applied, the next process is evaluation using the root mean square 

method and mean absolute percentage error. Then the last is the conclusion of the best 

accuracy of the method used. The planned stages that will be applied are as shown in Figure 

1 below: 

 

Figure 1. Research methodology flow 

There are 4 (four) stages in the multiple linear regression method as can be seen in 

Figure 2 below: 
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Figure 2. Stages of the Multiple Linear Regression Method 

The training process in backpropagation neural networks aims to determine the best 

weights in each layer with several process stages, namely divided into 3 (three) stages, which 

can be seen in Figure 3. below: 

 

Figure 3. Stages of the NN method 

The fuzzy mamdani method has process stages according to figure 4 below. The stages 

are as follows: 

 

Figure 4. Stages of the Mamdani fuzzy method 
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The analysis process for the PLN Takengon Unit revenue dataset uses the RStudio 

application as follows: 

1. Multiple linear regression 

 

Figure 5. Results of regression modeling 

2. Back propagation 

 

Figure 6. Results of backpropagation modeling 

 

3. Fuzzy Mamdani 

 

Gambar 7. Hasil fungsi keanggotaan variabel pendapatan 
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In this discussion, the final stage will be carried out, namely forecasting or prediction 

of the dataset used. The prediction is divided into three parts, namely prediction with multiple 

linear regression, backpropagation, and fuzzy mamadani.  

1. Testing with the multiple linear regression method  

Based on the results obtained, it can be explained that the MAPE value obtained is 

6.90281% or rounded to 6.9% so that based on the MAPE rule, the prediction has high 

accuracy (if the absolute value of the percentage <10%), while the RMSE value obtained 

is 15527.41. 

2. Testing with the backpropagation method 

Based on the results obtained, it can be explained that the MAPE value obtained is 

5.881393% or rounded to 5.9% so that based on the MAPE rule, the prediction has high 

accuracy (if the absolute value of the percentage <10%), while the RMSE value obtained 

is 14398.13763. 

3. Testing with fuzzy mamadani 

Based on the results obtained, it can be explained that the MAPE value obtained is 

7.035069499% or rounded to 7% so that based on the MAPE rule, the prediction has high 

accuracy (if the absolute value of the percentage <10%), while the RMSE value obtained 

is 16077.76. 

Thus, based on the test results in tables 4.6, 4.8 and 4.9, a comparison of the accuracy 

of each method can be produced based on the MAPE and RMSE indicators as can be seen in 

the following table: 

Table 1 Comparison of test results 

Metode MAPE RMSE 

Multiple Linear Regression 6,9% 15527.41 

Back propagation 5,9% 14398.14 

Fuzzy Mamdani 7,0% 16077.76 

 

Based on table 1, it can be seen that the comparison shows that the smallest MAPE 

value was obtained by the Backpropagation method 5.9%, followed by the Multiple Linear 

Regression method 6.9% and the Fuzzy Mamdani method 7.0%, so it can also be explained 

in the form of a graph as below. 

 

Figure 8. Comparison graph of MAPE values 
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Figure 9. Comparison graph of RMSE values 

Based on the graphs in Figures 4.15 and 4.16 above, it can be concluded that the 

accuracy value of the Backpropagation method if 100% -5.9%, then it is equal to 94.1% then 

followed by the Multiple Linear Regression method if 100% -6.9%, then it is equal to 93.1% 

and the Fuzzy Mamdani method if 100% -7.0%, then it is equal to 93.0%. 

 

5.Conclusion 

Based on the test results of the PLN Takengon Unit's revenue prediction, the 

conclusions drawn are: The best equation pattern in predicting PLN Takengon Unit revenue 

using the multiple linear regression method is the intercept value or b_0=3821287632, the 

coefficient value for month or b_1=7123213, and the coefficient value for kWh or 

b_2=102.672. Meanwhile, the best model with the back propagation method is 2 input layers 

(weight values v_1 = -1.11063, v_2 = -12.48164, v_3 = -8.61844, v_4 = -13.2617), plus 1 bias 

layer (weight values v_j1 = -1.10328, v_j2 = -0.72088), then 2 hidden layers (weight values 

z_1 = -2.63423, z_2 = -0.36104), plus 1 bias layer (weight value w_j = 0.61416), and 1 output 

layer. 

The best algorithm rule results in predicting PLN Takengon Unit revenue using the 

fuzzy mamdani method obtained 8 rulesI, namely: 

[R1] If Kwh = Low, then Income = Low 

[R2] If Month = Early and Kwh = Medium, then Income = Medium 

[R3] If Month = Early and Kwh = Medium, then Income = High 

[R4] If Kwh = High, then Income = High 

[R5] If Month = Middle and Kwh = Medium, then Income = Medium 

[R6] If Month = Mid and Kwh = Medium, Then Income = High 

[R7] If Month = End and Kwh = Medium, Then Income = Medium 

[R8] If Month = End and Kwh = Medium, Then Income = High 

The multiple linear regression method obtained a MAPE value of 6.9% with an 

accuracy of 93.1% and an RMSE of 15527.41, for Backpropagation, it obtained a MAPE value 

of 5.9% with an accuracy of 94.1% and an RMSE of 14398.14, while for Fuzzy Mamdani it 

obtained a MAPE value of 7% with an accuracy of 93% and an RMSE of 16077.76, so the 

method with the highest accuracy and the lowest average error is Back propagation. 
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