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Abstract. One of the CPU scheduling methods that is frequently used to reduce waiting time and average execution 

time is Shortest Job First (SJF). However, this algorithm's accuracy is largelbravy dependent on how well the job 

execution time is predicted. The purpose of this study is to enhance work execution time estimates by optimizing 

the SJF algorithm through the use of the Random Forest Regression model. The model in this study is trained 

using historical job data. The test results demonstrate how Random Forest Regression may be included into SJF 

to greatly increase system efficiency, especially in terms of throughput and waiting time reduction. 

 

Keywords : CPU Scheduling, Execution Time Prediction, Machine Learning, Random Forest Regression, Shortest 

Job First. 

 

 

INTRODUCTION  

In operating systems, efficient process scheduling is crucial to maximize CPU 

utilization and minimize waiting time. One of the widely used algorithms, Shortest Job First 

(SJF), prioritizes jobs with the shortest execution time, which can significantly reduce the 

average waiting time compared to other scheduling methods[1]. However, the effectiveness of 

SJF depends on the ability to accurately predict the execution time of each process, which is 

often difficult to achieve in a dynamic environment with diverse job characteristics. The lack 

of accurate predictions can lead to inefficiencies in process scheduling, especially in multi-user 

systems or high-demand server environments [2]. 

Machine Learning (ML), and specifically Random Forest Regression (RFR), presents 

an innovative approach to tackling this challenge. By leveraging historical data, Random Forest 

Regression can predict execution times with high accuracy, enabling the SJF algorithm to make 

better scheduling decisions. This study proposes the integration of Random Forest Regression 

into the SJF algorithm to improve job scheduling accuracy and overall system performance. 

In previous research, various techniques have been explored to improve SJF scheduling 

through heuristic methods or probabilistic approaches. Recent advancements in machine 

learning have also introduced ML-based scheduling algorithms. [6]. However, there is little 

research that directly integrates regression-based predictions into SJF to optimize execution 

time predictions. Random Forest Regression, known for its robustness and ability to handle 
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complex non-linear relationships, has been widely used in prediction tasks across various 

domains but remains underexplored in the context of process scheduling. 

The integration of Random Forest Regression into the SJF algorithm is expected to 

result in a significant performance improvement, particularly in reducing average wait time 

and increasing CPU utilization. The Random Forest model is expected to provide reliable 

execution time predictions, allowing the SJF algorithm to make more accurate scheduling 

decisions and thereby improving the overall system efficiency [3]. 

This research is based on existing literature by combining SJF scheduling with Random 

Forest Regression, creating a model that utilizes data-based predictions to improve accuracy 

and efficiency[4]. This research contributes to the field of operating system scheduling by 

demonstrating how machine learning can be applied to optimize traditional algorithms [5]. The 

objective of this research is to develop a Random Forest Regression model that can predict job 

execution times based on historical process data to determine the accuracy of the Random 

Forest Regression model. Also to implement the enhanced SJF scheduling algorithm that 

incorporates Random Forest Regression predictions. Additionally, this approach provides a 

framework for future research on integrating ML models with other scheduling algorithms. 

 

LITERATURE REVIEW  

Machine learning is a branch of computer science that studies the ability of computers to 

learn and act without being explicitly programmed.  Machine learning is widely implemented 

in various fields, including operating systems for process scheduling optimization purposes.  In 

the context of scheduling, the Shortest Job First algorithm is one of the widely used approaches. 

[7] 

The Shortest Job First algorithm is a scheduling algorithm that prioritizes jobs with the 

shortest execution time. This algorithm aims to minimize the average waiting time by 

processing jobs with a faster estimated execution time first. The effectiveness of SJF heavily 

relies on the ability to accurately predict the execution time of each job, which is often difficult 

to achieve in a dynamic environment with diverse job characteristics [8].    

Random Forest Regression is a powerful and flexible machine learning algorithm, 

primarily used for regression tasks. This algorithm works by combining many decision trees to 

make more accurate and stable predictions [9]. Each tree in the forest is built using different 

data samples (with the bootstrapping technique) and only considers a subset of features 

randomly at each split point.  
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The combination of the Shortest Job First algorithm with a Random Forest Regression-

based prediction model is expected to improve scheduling accuracy and overall operating 

system performance [10].  Random Forest Regression can predict job execution time well 

based on historical process characteristics, allowing the SJF algorithm to make more optimal 

scheduling decisions. The accuracy of task execution time in operating systems becomes key 

to optimizing process scheduling, especially in implementing the Shortest Job First algorithm.  

The integration of Random Forest regression can enhance the performance of the SJF 

algorithm by providing reliable execution time predictions, thereby allowing scheduling 

decisions to be made more accurately [11]. Accurate prediction of a task's execution time is a 

major issue in process scheduling, including in the Shortest Job First algorithm.  

This research proposes the integration of the Shortest Job First algorithm with the 

Random Forest Regression model to improve process scheduling accuracy and overall 

operating system performance. Process scheduling in operating systems can be optimized by 

integrating the Random Forest Regression model, which can accurately predict task execution 

time, into the Shortest Job First algorithm. 

 

METHODS  

A. Data Collection and Processing 

Collecting historical data on process characteristics such as CPU usage, memory usage, 

priority level, and previous execution time. Analyzing the collected data to identify patterns 

and trends that can be used to make informed decisions about task scheduling. 

Cleaning and processing the data first to ensure high-quality input for machine learning 

model training.  Transforming the data into a format suitable for analysis, such as converting 

text data into numerical representations. 
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B. Model Development 

 

Train the Random Forest Regression model using the collected data, where the features 

(independent variables) are the process characteristics, and the target (dependent variable) is 

the execution time. The Random Forest model is chosen due to its ability to handle non-linear 

relationships, robustness to outliers, and ease of interpretation. To select the optimal 

hyperparameters for the Random Forest model, a grid search with cross-validation will be 

performed on a subset of the data. The performance of the trained Random Forest model will 

then be evaluated using appropriate metrics such as R-squared, Mean Absolute Error, and Root 

Mean Squared Error to assess its accuracy and reliability in predicting execution time. 

Split the data into training and testing sets to evaluate the model's performance, using 

metrics such as Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) to assess 

prediction accuracy. The model will be trained on the training set and evaluated on the testing 

set to ensure the generalizability of the model. After the model has been developed and its 

performance has been assessed, the next step is to deploy the model in a real-world setting and 

continuously evaluate its performance to ensure it remains accurate and reliable over time. 
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C. Integration of the SJF Algorithm 

Integrate the Random Forest Regression model into the SJF algorithm to predict the 

execution time of incoming jobs. The SJF algorithm will then use the predicted execution times 

to schedule the jobs in the order of shortest job first, which should result in improved overall 

system performance. Use these predictions to determine the job order, with the algorithm 

prioritizing jobs with the shortest estimated execution time.  

The performance of the proposed approach, which integrates the Random Forest 

Regression model with the SJF algorithm, will be thoroughly evaluated and compared to other 

popular task scheduling algorithms, such as Traditional SJF and Round Robin, in a cloud 

computing environment using the Cloud Sim simulator. 

 

D. Performance Evaluation 

Conduct simulations to compare the modified SJF algorithm with traditional SJF and 

other scheduling algorithms. The performance of the proposed approach will be assessed using 

various metrics, including makespan (the total time required to complete all tasks), total cost 

(the monetary cost of executing the tasks), and reliability (the probability of successfully 

executing the tasks without failure). 

The simulation results will be analysed to understand the effectiveness of the proposed 

scheduling algorithm in terms of improving energy efficiency, reducing makespan, and 

maintaining reliability in a operation system environment and demonstrate the potential 

benefits of integrating a machine learning model, specifically a Random Forest Regression 

model, with a task scheduling algorithm to improve overall system performance. 

Measure key performance metrics such as average waiting time, turnaround time, and 

CPU utilization. Compare the results of the proposed approach against the traditional SJF and 

other scheduling algorithms to evaluate the effectiveness of the integrated model. 

Analyse the results to determine the conditions under which the modified SJF algorithm 

performs optimally. Identify any limitations or areas for further improvement in the proposed 

approach. 
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 RESULTS 

The implementation of the Shortest Job First (SJF) algorithm enhanced with Random 

Forest Regression (RFR) for execution time prediction is evaluated using a simulation 

environment. The system's performance was evaluated against traditional SJF and other 

scheduling algorithms. (for example, Round Robin dan Priority Scheduling). Here are the 

results based on the main scheduling metrics: 

- Accuracy of Execution Time Prediction 

The Random Forest model was trained on historical process data to predict execution time. The 

model achieved the following metrics on the test dataset: 

• Mean Absolute Error (MAE): 1.25 ms 

• Root Mean Square Error (RMSE): 1.78 ms 

• R² Score: 0.92 

These results indicate that the Random Forest model provides highly accurate predictions, 

significantly reducing errors compared to basic heuristic methods. 

- Average Waiting Time (AWT) 

The average waiting time is calculated for all processes in the queue. 

• Traditional SJF (with actual burst time): 15.2 ms 

• SJF with RFR Prediction: 16.8 ms 

• Round Robin (time quantum = 5 ms): 25.6 ms 

 

Observation: 

Although SJF with RFR prediction performs slightly worse than the ideal SJF (which assumes 

perfect knowledge of execution time), it significantly outperforms Round Robin by prioritizing 

processes with shorter predicted burst times. 

- Average Turnaround Time (ATAT) 

Turnaround time includes the time spent by processes in the system (waiting time + execution 

time). 

• Traditional SJF: 25.4 ms 

• SJF with RFR Prediction: 27.1 ms 

• Round Robin: 36.7 ms 
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Observation: 

SJF enhanced with RFR approaches the performance of traditional SJF, demonstrating the 

effectiveness of predicted time in minimizing overall system delay. 

- CPU Utilization 

CPU utilization measures the efficiency of the scheduling algorithm in keeping the CPU active. 

• Traditional SJF: 92% 

• SJF with RFR Prediction: 89% 

• Round Robin: 83% 

Observation: 

SJF with RFR prediction maintains high CPU utilization, comparable to traditional SJF, and 

significantly outperforms Round Robin. 

- Scheduling Load 

The integration of the RFR model introduces a minor computational load: 

• Prediction time per process: ~2.5 ms 

• Impact on total scheduling time: Negligible for up to 500 processes. 

Observation: 

The prediction load is minimal due to the efficiency of Random Forest regression, making it 

suitable for real-time scheduling scenarios. 

 

Waiting Time (WT) 

       Waiting Time is the total time a process spends waiting in the queue before execution 

begins. 

      For a Process Pi : 

WTi = Tstart_i – Tarrival_i 

Where: 

 Tstart_i = actual start time of process Pi 

 Tarrival_i = arrival time of process Pi 

The average waiting time for 𝑛 processes is: 

Average Waiting Time (AWT) =  
1

𝑛
∑ 𝑊𝑇𝑖

𝑛
𝑖=1  
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  Turn Around Time (TAT) 

    Completion Time is the total time from when a process arrives to completion. 

    For a Process Pi : 

TATi = Tcompletion_i – Tarrival_i 

      Where:  

 Tcompletion_i = time when process Pi  completes 

    The average turnaround time is: 

Average Turnaround Time (ATAT) = 
1

𝑛
∑ 𝑇𝐴𝑇𝑖

𝑛
𝑖=1  

 

Predicted Execution Time (PET) 

The Random Forest Regression model predicts the execution time for each process based on 

the input features. Suppose X represents a vector of input features (CPU usage, memory usage, 

priority, etc.) and ƒ is the trained Random Forest model. The predicted execution time of PET 

for process Pi with feature Xi is: 

PETi =  ƒ (Xi) 

The SJF scheduling algorithm then selects the process with the smallest PET to be executed 

first. 

 

CPU Utilization 

CPU utilization is the percentage of time the CPU is actively running processes, as opposed to 

being idle. 

If Ttotal is the total time for all processes to complete, and Tidle is the total CPU idle time, then: 

CPU Utilization= 
𝑇𝑡𝑜𝑡𝑎𝑙 − 𝑇𝑖𝑑𝑙𝑒

𝑇𝑡𝑜𝑡𝑎𝑙
 × 100% 

 

Accuracy of Prediction (for Model Evaluation) 

To evaluate the accuracy of the Random Forest Regression model, we can use Mean Absolute 

Error (MAE) or Root Mean Squared Error (RMSE), where: 

MAE = 
1

𝑛 
∑ 𝐴𝑐𝑡𝑢𝑎𝑙𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛𝑇𝑖𝑚𝑒𝑖

𝑛
𝑖=1 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛𝑇𝑖𝑚𝑒𝑖 

RMSE = √
1

𝑛 
∑ (𝐴𝑐𝑡𝑢𝑎𝑙𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛𝑇𝑖𝑚𝑒𝑖

𝑛

𝑖=1
−  𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛𝑇𝑖𝑚𝑒𝑖)2 

This matrix helps understand how accurately the model predicts the execution time, thus 

impacting the overall performance of the improved SJF algorithm. 
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Comparative analysis: 

Metric Traditional SJF 
SJF + RFR 

Predictions 
Round Robin 

Average Waiting Time 15.2 ms 16.8 ms 25.6 ms 

Average Turnaround Time 25.4 ms  27.1 ms 36.7 ms 

CPU Utilization 92% 89% 83% 

Prediction Accuracy N/A 92% =R2 N/A 

 

DISCUSSION  

The integration of Random Forest Regression into traditional scheduling algorithms, 

such as Shortest Job First, has shown promising results in improving the performance of these 

algorithms in complex manufacturing environments (Vamsi et al., 2018) (Bukkapatnam et al., 

2019). The ability of Random Forest to handle high-dimensional data with nonlinear 

dependencies, as well as its robust performance in predicting burst time, makes it a valuable 

tool for enhancing the accuracy and effectiveness of scheduling algorithms. 

Furthermore, machine learning techniques like Random Forest in long-term fault 

prognosis for complex manufacturing systems is a crucial development, as it allows for the 

early detection of potential issues and the implementation of preventive maintenance strategies.    

The integration of Random Forest Regression significantly enhances the application of 

SJF in real-world scenarios where burst time is unknown. The performance of the algorithm is 

almost the same as traditional SJF, demonstrating the power of machine learning in predictive 

scheduling. 

Random Forest Regression is a powerful technique that can capture the complex 

relationships between burst time and other system parameters, providing more accurate 

predictions than traditional analytical models. Random Forest's ability to handle high-

dimensional data with nonlinear dependencies makes it well-suited for complex manufacturing 

systems with a large number of sensors and data streams, as it can effectively model the 

intricate relationships between various system variables and predict long-term faults and 

breakdowns with a high degree of accuracy, as evidenced by the substantial reduction in 

prediction errors compare 

Small prediction errors from the Random Forest model sometimes lead to less optimal 

process prioritization, resulting in slightly higher wait times compared to the ideal SJF. 

The application of Random Forest Regression in scheduling algorithms like SJF 

represents a significant advancement in the field of real-time process scheduling. 
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Future work can explore deep learning models such as LSTM or Transformer for 

dynamic time series prediction of execution time, which has the potential to further improve 

prediction accuracy. 

 

CONCLUSION  

The SJF algorithm optimized with Random Forest Regression prediction successfully 

bridges the gap between the theoretical efficiency of traditional SJF and its practical 

limitations. This approach demonstrates how machine learning can enhance classic operating 

system algorithms, paving the way for smarter and more adaptive scheduling systems. 
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