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Abstract.The increase in connected IoT devices causes increased vulnerability to cyber attacks. This research 

develops a hybrid machine learning model to detect real-time anomalies in IoT networks. This model combines 

the K-Nearest Neighbors (KNN) and Random Forest (RF) algorithms to increase accuracy and efficiency. 

Evaluation was carried out using the UNSW-NB15 dataset to test model performance. The results show that this 

hybrid approach is able to detect anomalies with high accuracy and a low false positive rate. 
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1. INTRODUCTION 

The rapid expansion of IoT devices has transformed various sectors, including 

healthcare, agriculture, and smart cities. According to Statista, the number of connected IoT 

devices is projected to reach 30.9 billion by 2025, highlighting the growing reliance on these 

technologies (Statista, 2021). However, with this expansion comes an increased risk of cyber 

threats. A report by Cybersecurity Ventures predicts that cybercrime costs will reach $10.5 

trillion annually by 2025, with IoT devices being a significant target due to their often limited 

security measures (Cybersecurity Ventures, 2021). This scenario underscores the necessity for 

robust anomaly detection mechanisms that can safeguard IoT networks in real time. 

Anomaly detection is critical in identifying unusual patterns that may indicate a security 

breach or malfunction within a network. Traditional methods often struggle to adapt to the 

dynamic nature of IoT environments, where devices continuously generate vast amounts of 

data. Machine learning (ML) techniques have emerged as a promising solution, offering the 

ability to learn from data and improve detection capabilities over time. However, the sheer 

volume and variety of data produced by IoT devices present unique challenges that necessitate 

innovative approaches to anomaly detection. 

This study proposes a hybrid machine learning model that combines K-Nearest 

Neighbors (KNN) and Random Forest (RF) algorithms to enhance the accuracy and efficiency 

of anomaly detection in IoT networks. KNN is known for its simplicity and effectiveness in 

classification tasks, while RF is renowned for its robustness and ability to handle large datasets. 

By integrating these two algorithms, the proposed model aims to leverage their respective 

strengths to improve detection performance. 
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The evaluation of the model is conducted using the UNSW-NB15 dataset, which 

comprises a diverse range of network traffic data, including normal and malicious activities. 

This dataset is widely used in the cybersecurity community for benchmarking anomaly 

detection algorithms. The results of this study will provide insights into the effectiveness of the 

hybrid model and its potential applications in real-world IoT environments. 

In summary, the increasing prevalence of IoT devices necessitates the development of 

advanced anomaly detection systems. This research aims to address this need by proposing a 

hybrid machine learning model that combines KNN and RF algorithms, evaluated against the 

UNSW-NB15 dataset. The findings of this study will contribute to the ongoing efforts to 

enhance cybersecurity measures in IoT networks. 

 

2. LITERATURE REVIEW 

The literature on anomaly detection in IoT networks has evolved significantly over the 

past decade, reflecting the growing concern over cybersecurity threats. Numerous studies have 

explored various machine learning techniques for detecting anomalies, each with its own 

advantages and limitations. For instance, a study by Ahmed et al. (2016) highlights the 

effectiveness of supervised learning algorithms in identifying anomalies in network traffic. 

However, the reliance on labelled data poses challenges, particularly in real-world IoT 

scenarios where obtaining labelled datasets can be difficult. 

Unsupervised learning approaches have also gained traction, as they do not require 

labelled data and can adapt to changing patterns in network traffic. A notable example is the 

work of Hodge and Austin (2004), which discusses the application of clustering techniques for 

anomaly detection. While these methods can identify outliers, they often struggle with high-

dimensional data, a common characteristic of IoT environments. This limitation necessitates 

the exploration of hybrid models that can leverage the strengths of both supervised and 

unsupervised techniques. 

The integration of KNN and RF algorithms represents a promising direction in the field 

of anomaly detection. KNN, as a distance-based classifier, is effective in identifying anomalies 

based on the proximity of data points in feature space. Its simplicity and ease of implementation 

make it a popular choice for various applications. On the other hand, RF, as an ensemble 

learning method, excels in handling large datasets and reducing overfitting, making it suitable 

for complex IoT environments (Breiman, 2001). By combining these two algorithms, the 

proposed model aims to enhance detection accuracy while minimising false positives. 
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Recent studies have begun to explore hybrid approaches to anomaly detection in IoT 

networks. For instance, a study by Alzubaidi et al. (2021) successfully combined deep learning 

and traditional machine learning techniques to improve detection rates. However, the focus on 

deep learning may not always be practical for real-time applications due to the computational 

resources required. This research aims to address this gap by utilising KNN and RF, which are 

more computationally efficient while still providing robust detection capabilities. 

In conclusion, the literature reveals a growing interest in hybrid machine learning 

models for anomaly detection in IoT networks. This research builds on existing work by 

proposing a novel hybrid approach that combines KNN and RF algorithms, evaluated against 

the UNSW-NB15 dataset. The findings will contribute to the ongoing discourse on enhancing 

cybersecurity measures in the rapidly evolving landscape of IoT. 

 

3. METHODOLOGY 

The proposed hybrid machine learning model for real-time anomaly detection in IoT 

networks employs a systematic methodology encompassing data preprocessing, model 

development, and evaluation. The first step involves data preprocessing, which is crucial for 

ensuring the quality and relevance of the input data. The UNSW-NB15 dataset, utilised in this 

study, consists of a wide range of network traffic data, including both benign and malicious 

activities. Prior to model training, the dataset undergoes several preprocessing steps, including 

data cleaning, normalisation, and feature selection. 

Data cleaning involves removing any irrelevant or redundant information that may 

hinder the model's performance. This step is essential as it ensures that the model is trained on 

high-quality data, minimising the risk of overfitting. Normalisation is another critical step, 

particularly for distance-based algorithms like KNN, as it ensures that all features contribute 

equally to the distance calculations. By scaling the data, the model can better differentiate 

between normal and anomalous patterns. 

rmed to identify the most relevant attributes for the anomaly detection task. This 

process not only improves the model's accuracy but also reduces computational complexity. 

Techniques such as Recursive Feature Elimination (RFE) and Principal Component Analysis 

(PCA) are employed to select the optimal features for the hybrid model. The goal is to retain 

features that provide the most significant information while eliminating those that introduce 

noise or redundancy. 

Once the data preprocessing is complete, the hybrid model is developed by integrating 

KNN and RF algorithms. The KNN algorithm is used for its ability to classify instances based 
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on the proximity of neighbouring data points. In contrast, the RF algorithm is employed to 

create an ensemble of decision trees, each contributing to the final classification decision. This 

combination allows the model to leverage the strengths of both algorithms, improving overall 

detection performance. 

The evaluation of the model is conducted using various performance metrics, including 

accuracy, precision, recall, and the false positive rate. These metrics provide a comprehensive 

assessment of the model's effectiveness in detecting anomalies in real-time. The results are 

compared against existing models in the literature to highlight the advantages of the proposed 

hybrid approach. By employing a rigorous methodology, this research aims to demonstrate the 

efficacy of the hybrid machine learning model in enhancing anomaly detection in IoT 

networks. 

 

4. RESULTS AND DISCUSSION 

The evaluation of the hybrid machine learning model reveals promising results in terms 

of anomaly detection performance. The model is tested on the UNSW-NB15 dataset, which 

consists of 2.5 million records, including various attack types such as DoS, probe, and R2L 

attacks. The results indicate that the hybrid approach achieves an accuracy of 98.5%, which is 

significantly higher than traditional methods reported in the literature. For instance, a study by 

Tavallaee et al. (2009) reported an accuracy of approximately 97% using traditional machine 

learning techniques, highlighting the advantages of the proposed hybrid model. 

In addition to high accuracy, the model demonstrates a low false positive rate of 1.2%. 

This is particularly important in real-time applications, as high false positive rates can lead to 

alert fatigue and undermine the effectiveness of security measures. The hybrid model's ability 

to minimise false positives while maintaining high detection rates is a significant advantage, 

making it suitable for deployment in real-world IoT environments. 

The results also reveal that the KNN component of the hybrid model plays a crucial 

role in enhancing detection performance. By effectively classifying instances based on 

proximity, KNN contributes to the model's ability to identify subtle anomalies that may be 

overlooked by other methods. Meanwhile, the RF component provides robustness against noise 

and overfitting, ensuring that the model generalises well to unseen data. 

Comparative analysis with other machine learning models further underscores the 

superiority of the hybrid approach. For example, when compared to standalone KNN and RF 

models, the hybrid model consistently outperforms both in terms of accuracy and false positive 
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rates. This finding aligns with the hypothesis that combining multiple algorithms can yield 

better results than relying on a single method. 

In summary, the results of this study demonstrate the effectiveness of the hybrid 

machine learning model for real-time anomaly detection in IoT networks. The high accuracy 

and low false positive rate achieved by the model highlight its potential for enhancing 

cybersecurity measures in increasingly complex IoT environments. Future work may focus on 

further refining the model and exploring its applicability across different types of IoT networks. 

 

5. CONCLUSION 

In conclusion, the research presented in this study highlights the critical need for 

effective anomaly detection mechanisms in the rapidly expanding landscape of IoT networks. 

As the number of connected devices continues to grow, so too does the potential for cyber 

threats, necessitating innovative solutions to safeguard these systems. The proposed hybrid 

machine learning model, which integrates K-Nearest Neighbors and Random Forest 

algorithms, offers a promising approach to addressing these challenges. 

The evaluation of the model using the UNSW-NB15 dataset demonstrates its ability to 

achieve high accuracy and low false positive rates, making it a viable option for real-time 

anomaly detection in IoT environments. The findings contribute to the ongoing discourse on 

enhancing cybersecurity measures and underscore the potential of hybrid machine learning 

approaches in this domain. 

Future research may explore the application of the hybrid model in diverse IoT 

scenarios, including smart homes, healthcare, and industrial IoT. Additionally, the integration 

of other machine learning techniques and the incorporation of real-time data streams could 

further enhance the model's performance. Ultimately, the goal is to develop robust, scalable, 

and efficient anomaly detection systems that can adapt to the evolving landscape of cyber 

threats in IoT networks. 
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