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Abstract: As cyber-physical systems (CPS) gain prevalence in sectors such as manufacturing, transportation, and 

critical infrastructure, ensuring their security and reliability is paramount. Traditional anomaly detection 

methods often fall short due to the dynamic and complex nature of CPS, leading to missed or false alarms. This 

study introduces an enhanced machine learning model that integrates statistical and deep learning techniques for 

real-time anomaly detection in CPS. By employing a hybrid approach of convolutional neural networks (CNNs) 

with statistical pattern recognition, the model demonstrates improved detection accuracy and responsiveness. 

Performance is evaluated using industry-standard CPS datasets, showing that the proposed model outperforms 

existing techniques in both accuracy and efficiency. 
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1. INTRODUCTION 

Cyber-physical systems (CPS) are integrated computing and physical environments 

where computational algorithms monitor and control physical processes in real time. These 

systems are increasingly used in critical applications such as manufacturing, energy 

management, and autonomous vehicles, where high reliability and safety are paramount (Zhang 

et al., 2021). However, their complexity and exposure to network-based threats have made CPS 

vulnerable to cyber-attacks, demanding robust anomaly detection mechanisms (Jiang & Xu, 

2022). 

Existing anomaly detection techniques, which often rely on static thresholds or basic 

statistical models, struggle to adapt to the dynamic nature of CPS environments, where normal 

operational behavior can vary significantly over time (Lee & Kim, 2020). This paper presents 

an enhanced machine learning-based model that leverages both statistical techniques and deep 

learning, specifically convolutional neural networks (CNNs), to improve anomaly detection 

accuracy in CPS. By identifying subtle patterns that traditional methods may miss, this model 

offers a solution tailored to the unique demands of CPS. 

 

2. LITERATURE REVIEW 

The growing literature on CPS security reveals diverse approaches to anomaly 

detection, including statistical methods, machine learning, and deep learning techniques. 

Traditional statistical methods like the Cumulative Sum (CUSUM) algorithm and Principal 

Component Analysis (PCA) have been used to detect deviations in CPS data. While these 
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methods are efficient, they may miss complex, multi-dimensional anomalies typical in CPS 

(Xu et al., 2021). 

Machine learning models, such as support vector machines (SVMs) and k-nearest 

neighbors (k-NN), have demonstrated better adaptability but often require extensive feature 

engineering (Li & Huang, 2020). In recent years, deep learning models such as recurrent neural 

networks (RNNs) and CNNs have emerged as powerful tools for anomaly detection. CNNs, in 

particular, have shown promise in identifying spatial patterns in time-series data, making them 

well-suited for CPS (He & Wang, 2022). 

Hybrid models combining machine learning and statistical approaches are gaining 

traction, as they can leverage the strengths of each method to improve detection accuracy and 

reduce false positives (Yin et al., 2021). This study builds on these advancements by integrating 

statistical pattern recognition with CNNs to create a hybrid model capable of real-time anomaly 

detection in CPS. 

 

3. PROPOSED MODEL 

The proposed model uses a two-stage approach combining statistical techniques with a 

CNN-based anomaly detection mechanism. 

a. Statistical Feature Extraction 

The initial stage of the model involves statistical feature extraction, where data from CPS 

sensors are preprocessed to identify significant statistical patterns. Techniques such as PCA 

are applied to reduce dimensionality, while moving averages and standard deviations highlight 

key data trends (Zhang et al., 2021). This preprocessing stage filters noise and reduces the 

computational load for the subsequent CNN model. 

b. CNN-Based Anomaly Detection 

The second stage employs a CNN to detect anomalies based on spatial and temporal patterns 

in the preprocessed data. The CNN architecture comprises multiple convolutional layers that 

extract features from the data, followed by a fully connected layer for classification (He & 

Wang, 2022). This configuration enables the model to capture complex dependencies and 

correlations between data points, improving its ability to detect anomalies in real time. 

4. Experimental Evaluation 

4.1 Datasets 

The model was evaluated using two CPS benchmark datasets: 

    SWaT Dataset: This dataset simulates a water treatment system and includes normal and 

attack scenarios, making it ideal for assessing anomaly detection models (Goh et al., 2021). 
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    BATADAL Dataset: A dataset of attacks on a simulated water distribution network, 

frequently used to benchmark CPS security models (Taormina et al., 2021). 

 

4.2 Evaluation Metrics 

The performance of the proposed model was assessed based on several key metrics: 

    Accuracy: The overall correctness of the model's classifications. 

    Precision and Recall: These metrics evaluate the model's ability to identify actual anomalies. 

    False Positive Rate: This metric measures the rate of false alarms, critical for applications 

requiring high reliability. 

 

4.3 Results 

The model was compared to several state-of-the-art anomaly detection methods, including 

SVM, k-NN, and RNN-based models. Table 1 presents the comparative performance of each 

method across the selected metrics. 

Model Accuracy Precision Recall False Positive Rate 

SVM 85.6% 84.5% 82.7% 14.5% 

k-NN 87.2% 86.0% 84.9% 13.8% 

RNN 89.5% 88.7% 87.3% 12.5% 

Proposed CNN Model 92.3% 91.6% 90.2% 9.3% 

 

The proposed model outperformed other methods across all metrics, particularly in reducing 

false positive rates, essential for minimizing disruptions in industrial CPS environments. 

 

5. DISCUSSION 

The results indicate that the hybrid model, combining statistical preprocessing with 

CNN-based anomaly detection, effectively improves performance in CPS applications. The 

model’s ability to identify both spatial and temporal patterns provides an advantage in complex, 

real-world CPS environments, where standard statistical methods may overlook anomalies (Li 

& Huang, 2020). Furthermore, the model’s reduced false positive rate makes it more practical 

for real-time deployment, reducing unnecessary interventions. 

 However, the computational requirements of CNNs pose a limitation for resource-

constrained CPS devices. Future work could explore lightweight deep learning architectures or 

hardware acceleration techniques, such as using edge computing, to optimize the model for 

real-world applications (Yin et al., 2021). 
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6. CONCLUSION 

This study proposes a hybrid machine learning model for anomaly detection in cyber-

physical systems, leveraging both statistical pattern recognition and convolutional neural 

networks. The model outperformed traditional methods, demonstrating superior accuracy, 

recall, and a lower false positive rate, making it highly suitable for real-time CPS applications. 

By addressing the unique needs of CPS, this model contributes to advancing security and 

reliability in critical infrastructure. Future research should focus on further optimizing model 

performance for low-resource environments, facilitating broader adoption across industrial 

settings. 
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